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1. Background

What is the major difference between a general article and a mathematical article?

𝑒𝑖π + 1 = 0

Task & Dataset



1. Background

Task:

Given a collection of mathematical statements {𝑠(𝑖)𝑖≤𝑁}, and a separate equal-size collection of 

mathematical proofs {𝑝(𝑖)𝑖≤𝑁}, we are interested in the problem of assigning a proof to each 

statement.
statements proofs



1. Background

Why we designed the task:

• Mathematical research can benefit from NLP

• Prior NLP work on mathematical research articles focused on Mathematical Information Retrieval 
(MIR) and related tools or data (Zanibbi et al., 2016; Stathopoulos and Teufel, 2016, 2015)

• It may help MIR by serving as a proxy for the search for the existence of a mathematical result

• Learning to match statements and proofs would also benefit computer-assisted theorem proving



2. The MATcH Dataset

Motivations for creating our dataset:

• Related datasets, such as LEANSTEP (Han et al., 2021) and the synthetic dataset of Polu and

Sutskever (2020) do not include natural language.

• NaturalProofs (Welleck et al., 2021) , another related dataset, only consists of 32k theorem-proof

pairs from ProofWiki, some sub-topics in algebraic geometry and two textbooks.



2. The MATcH Dataset

Source corpus: MREC corpus (Liska et al., 2011)

https://mir.fi.muni.cz/MREC/

• Contains around 450k articles from ArxMLiV (Stamerjohanns et al., 2010)

https://mir.fi.muni.cz/MREC/
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3. Model

Bilinear Similarity Model

• Trainable Bilinear Similarity Function:

• Local decoding

• Global decoding
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3. Model

Local decoding

Straightforwardly sort each row by decreasing order and 

assign the proof ranking to the corresponding statement. 

statement proof

Encoder Encoder

Statement vector Proof vector

Decoder

Score

statement proof



3. Model

Global decoding

A proof can be assigned only to a single statement, which 

becomes a Linear Assignment Problem (LAP).

statement proof

Encoder Encoder

Statement vector Proof vector

Decoder

Score



3. Model

Encoders:

• No pre-training encoder (NPT)

• ScratchBERT: pre-train BERT from scratch on MATcH

• MathBERT (Shen et al. 2021): a state-of-the-art pre-

trained model for mathematical formula understanding
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3. Model

Local training:

where P is the set of proofs, and θ are the 

parameters of the model.



3. Model

Hybrid Local and Global training:

We use the following max-margin objective, for a set B of n pairs corresponding to matrix M:

where θ is the set of all parameters መ𝐴 is the predicted assignment and 𝐼 is the gold assignment, i.e. the 

identity matrix.

PS: this global objective had a slow convergence rate in practice, we use a hybrid local-global objective.



4. Encoders Comparison

• Importance of 

vocabulary

• Global decoding 

substantially improves 

accuracy



5. Symbol Replacement

Symbol conservation

Partial symbol replacement

Full symbol replacement

Symbol transposition

𝑎𝑛 = 𝑎𝑛−1 + 𝑎𝑛−2

𝑥𝑛 = 𝑥𝑛−1 + 𝑥𝑛−2

𝑥𝑖 = 𝑥𝑖−1 + 𝑥𝑖−2

𝑛𝑎 = 𝑛𝑎−1 + 𝑛𝑎−2

All symbols remain intact, so the theorem and the 

proof overlap.

A fraction of α of all the symbols in the proof remain 

the same, and the rest are changed. In our 

experiments, we use α = 0.5.

All symbol names are changed (α = 1.0 as above).

We permute the variables’ names such that no 

symbol remains the same, thus changing their 

original functionality.



6. Cross Replacement Results

• Strong dependency on exact symbol name matching

• Lack of importance of mathematical functionality, order and context

• Significant resilience when trained on partial symbol replacement level



7. Qualitative Analysis: LIME (Ribeiro et al., 2016)



8. Protected symbols

Symbol Usage Articles with usage

𝑃 𝑃(𝐴) Probability measure

𝐸 𝐸(𝑋) Expected value

𝑉 𝑉(𝑋) Variance

σ
σ(𝑋) Standard deviation

𝜎(𝑋, 𝑌) Covariance

ρ 𝜌(𝑋, 𝑌) Correlation



9. Conclusion & Contribution

• We run further assessment relying on symbol replacement and observe that the model makes a 

relatively shallow use of the text and formulae to obtain this performance

• A large dataset (MATcH) for a task focusing on the domain of mathematical research articles

• We proposed two ways to train and do inference with our model and dataset: local matching 

and global matching

• We assessed the difficulty of the task with several pre-trained encoders, demonstrating the 

importance of the vocabulary support for these models



Thank you!

https://bollin.inf.ed.ac.uk/match.html
https://github.com/waylonli/MATcH
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